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Abstract: This study presents model architecture of neural network for forecasting the price of share in the share 

market. Many methods like technical analysis, fundamental analysis, time series analysis and statistical analysis etc are 

all used to attempt to predict the price in the share market but none of these methods are proved as a consistently 

acceptable prediction tool. Artificial neural network, a field of artificial intelligence, is a popular way to identify 

unknown and hidden patterns in data which is suitable for share market prediction. For predicting of share price using 

artificial neural network, there are two modules, one is training session and other is predicting price based on previously 

trained data. We used Backpropagation algorithm for training session and multilayer feedforward network as a network 

model for predicting price. In this paper, we present a method which can forecast share market price using 

backpropagation algorithm and multilayer feedforward network. 

Keywords: Neural Network (NN), Prediction, Artificial Intelligence (AI), Backpropagation (BP), Multilayer 

Feedforward Network. 

 

1. INTRODUCTION  
Computational Intelligence techniques have 

been used as part of stock trading systems for some 

time (Atsalakis, G. S., Valavanis, K.P, 2009). Neural 

networks are among one of the most popular choices. In 

some studies stock prices were directly used for time 

series forecasting, but in most cases, technical or 

fundamental analysis indicators were used as features 

for the neural network models (Chen, A.S., Leung, 

M.T., Daouk, H., 2003; Wang, J.Z., Wang, J.J., Zhang, 

Z.G., Guo, S.P., 2011). Optimizing the neural network 

that is developed for stock trading (Kwon, Y.K., Moon, 

B.R., 2007). From the analyses of various statistical 

models, Artificial Neural Networks are analogous to 

nonparametric, nonlinear, regression models. So, 

Artificial Neural Networks (ANN) certainly has the 

potential to distinguish unknown and hidden patterns in 

data which can be very effective for share market 

prediction. If successful, this can be beneficial for 

investors and financers and that can positively 

contribute to the economy. There are different methods 

that have been applied in order to predict Share Market 

returns. (Tang.Z and Fishwick.P.A, 1993; Wang.J.H 

and Leu.J.Y.,1996) provided a general introduction of 

how a neural network should be developed to model 

financial and economic time series. During the last 

decade, Artificial Neural Networks have been used in 

share market prediction. One of the first such projects 

was by (Kimoto, T., et al., 1990) who had used ANN 

for the prediction of Tokyo stock exchange index. 

(Minzuno, H., et al., 1998) applied ANN again to 

Tokyo stock exchange to predict buying and selling 

signals with an overall prediction rate of 63%. (Sexton, 

R.S,. et al., 1998) theorized that the use of momentum 

and start of learning at random points may solve the 

problems that may occur in training process in 1998. 

(Phua, P.K.H. Ming, D., Lin, W, 2000) applied neural 

network with genetic algorithm to the stock exchange 

market of Singapore and predicted the market direction 

with an accuracy of 81%. This study presents Back 

propagation method for training the Neural Network 

and Multilayer Feed forward network in order to 

forecast the share market values. The aim of this paper 

is to use Artificial Neural Networks  to forecast 

Bangladesh Stock Exchange market index values with 

reasonable a degree of accuracy. 
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The remain of this paper is organized as 

follows. A brief literature survey and technical analysis 

are presented in Section 2. The system of neural 

network in Section 3. Section 4 presents the proposed 

forecasting model. Results obtained from ANN 

modelling and time series modelling are explained in 

Sections 5. Section 7 concludes the paper. 

 

2. FORECASTING METHOD ANALYSIS  
Trading shares and commodities were 

primarily based on intuitions. As the trading grew, 

people tried to find methods and tools which can 

accurately predict the share prices increasing their gains 

and minimizing their risk. Many methods like 

fundamental analysis, technical analysis, and machine 

learning method have all been used to attempt 

predictions of share prices but none of these methods 

have been proven as a consistently applicable prediction 

tool.  

 

2.1. Fundamental Analysis   

Fundamental analysis is the physical study of a 

company in terms of its product sales, manpower, 

quality, infrastructure etc. to understand it standing in 

the market and thereby its profitability as an investment 

(Samarth Agarwal & Manol Jindal, 2010). The 

fundamental analysts believe that the market is defined 

90 percent by logical and 10 percent by physiological 

factors. But, this analysis is not suitable for our study 

because the data it uses to determine the intrinsic value 

of an asset does not change on daily basis and therefore 

is not suitable for short-term basis. However, this 

analysis is suitable for predicting the share market only 

in long-term basis.   

 

2.2. Technical Analysis 

The technical analysis predicts the appropriate 

time to buy or sell a share. Technical analysts use charts 

which contain technical data like price, volume, highest 

and lowest prices per trading to predict future share 

movements. Price charts are used to recognize trends. 

These trends are understood by supply and demand 

issues that often have cyclical or some sort of 

noticeable patterns. To understand a company and its 

profitability through its share prices in the market, some 

parameters can guide an investor towards making a 

careful decision. These parameters are termed 

Indicators and Oscillators (Rumelhart, D.D., et al., 

1991). This is a very popular approach used to predict 

the market. But the problem of this analysis is that the 

extraction of trading rules from the study of charts is 

highly subjective, as a result different analysts extract 

different trading rules studying the same charts. This 

analysis can be used to predict the market price on daily 

basis but we will not use this approach because of its 

subjective nature. 

 

3. System of Artificial Neural Network 

For this kind of chaotic system the neural 

network approach is suitable because we do not have to 

understand the solution. This is a major advantage of 

neural network approaches. On the other hand in the 

traditional techniques we must understand the inputs, 

the algorithms and the outputs in great detail. With the 

neural network we just need to simply show the correct 

output for the given inputs. With sufficient amount of 

training, the network will mimic the function (Stuart 

Russell, 2004). Another advantage of neural network is 

that during the tanning process, the network will learn 

to ignore any inputs that don‟t contribute to the output 

(Stuart Russell, 2004). 

 

For proposed system, there is a training phase 

where some parameters named weights are found from 

this section and backpropagation algorithm is used for 

this training phase. These weights are used in 

forecasting phase using same equations which are used 

in training phase. This is basic architecture of proposed 

system and this method is known as a feedforward 

network. There are a lot of inputs in share market which 

are impacts in share price. But all the inputs are not 

used in our system because their impacts are not 

significant in share market price. We used five inputs 

for the system. The inputs are:  General Index (GI), P/E 

ratio, Net Asset Value (NAV), Earnings per Share 

(EPS) and volume. Then, we normalized the data set 

according to the network and the feed the data to the 

network. 

 

 Backpropagation with feedforward NN:    

Back-propagation algorithm (Simon Haykin, 

1998;  Zhang Y.-Q and A. Kandel, 1998) is basically 

the process of back-propagating the errors from the 

output layers towards the input layer during training 

sessions. Back-propagation is necessary because the 

hidden units have no target values which can be used, 

so these units must be trained based on errors from the 

previous layers. The output layer has a target value 

which is used to compare with calculated value. As the 

errors are back-propagated through the nodes, the 

connection weights are continuously updated. Training 

will occur until the errors in the weights are adequately 

small to be accepted. On the other hand the 

computational complexity of back-propagation 

algorithm is only O (n). These features of the algorithm 

are the main criteria for predicting share prices 

accurately. 

 

The main steps using the backpropagation algorithm 

as follows: 

 Step 1: Feed the normalized input data sample, 

compute the corresponding output;   

 Step 2: Compute the error between the output(s) 

and the actual target(s); 

 Step 3: The connection weights and membership 

functions are adjusted;  

 Step 4: If Error > Tolerance Then goto Step 1 Else 

stop. 
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4. Structure of Proposed Model 

 In this section, we used feedforward neural 

network which has a input layer with five neurons, a 

hidden layer which has five neurons and a output layer 

with single neuron. The backpropagation algorithm has 

been used for training the network. 

4.1. Training Phase 

 There are two phases 1
st
 is the training phase 

and 2
nd

 is the forecasting phase. The training phase can 

be divided into two parts, the propagation phase and the 

weight update phase.  

 

 In the propagation phase 1
st
 the input data is normalized for feeding the network into the input nodes   using the 

formula as follows:  

 

   
      

         
(               )           

Where, 

        V‟ = Normalized Input. 

        V = Actual Input. 

minA, maxA = Boundary values of the old data range.  

new_minA, new_maxA = Boundary values of the new data range. In this case it is -1 and 1 because the    

backpropagation can only handle data between–one to one (Robert J. Van Eyden, 1996). 

 

 
Figure 1: Training phase 

 

From  Figure 1 we can see that, the normalized 

input data are fed into the input layer, then the weights 

are multiplied with the each input data and enter into 

the neurons of hidden layer, the function of a single 

neuron are described in the Figure 2, in our model we 

used single hidden layer. In our model the hidden layer 

neurons has the same functions as the input layers 

neurons. After that each neuron passes the output to the 

next neuron of the output layer. The output layer 

calculate the in the same way as the hidden layer neuron 

and generate the final out put which is the compared 

with the real output and calculate an error signal „e‟. 

 

      
                        

             
*100% 

The error „error‟ is generated from the propagation phase is used to update the weight using the following formula: 

 

Updated Weight = weight (old) + learning rate * output error * output(neurons i) *  output(neurons i+1) 

*  (1 - Output (neurons i+1)). 
 

The above process is done in every weight 

matrix in the network for updating weight .The Phase 1 

and Phase 2 procedure repeatedly used until the sum of 

square error is zero or close to zero. Like the Figure 2 

each neuron is composed of two units. First unit adds 

products of weights coefficients and input signals 

(Robert J. Van Eyden, 1996). Then this output enter 

into the second unit of the neuron which contains the 

nonlinear activation function, in our model we use 

sigmoid function as our activation function (W. Duch 

and N. Jankowski, 2001). The formula of sigmoid 

activation is: ( )   
 

          .     

  4.2. The forecasting phase 

When the neural network is trained then it is 

ready for forecasting. After training with acceptable 

error the weights are set into the network then we give 

the trained network the input data set of the day which 

price we want to predict. The trained network then 

predicts the price using the given input data set. 
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5. RESULTS ANALYSIS AND DISCUSSION 

5.1. Input Data 

Here is a brief description about the inputs that 

affect the share price:  

 General Index (GI):  General index is a number 

that measure the relative value of a section of share 

market. It reflects the total economic condition of the 

market. If the general index goes down then it means 

the economic condition of that particular market is 

relatively in poor condition.  

 

 Net Asset Value (NAV): The Net asset value 

(NAV) of a company is the company‟s total assets 

minus its total liabilities. NAV is typically calculated on 

a per-share basis. 

NAV= (Net asset of a company− Liability)/ Total 

number of outstanding share. 

NAV is also calculated each day by taking the last 

market value of all securities owned plus all other assets 

such as cash, subtracting all liabilities and then dividing 

the result by the total number of shares outstanding.

 

NAV reflects the financial condition of the company. We can judge the company reputation by the NAV. 

 
Figure 2:  A Single Neuron 

 

 P/E ratio: The P/E ratio makes a relationship 

between the share price and the company‟s earnings. 

The P/E ratio of a share is a measure of the price paid 

for a share relative to the annual net income or profit 

earned by the firm per share. 

P/E ratio = Share Price / Earnings Per Share.  
 

If P/E ratio rises then there is a tendency of the 

company share price falls, the higher P/E ratio then 

the higher probability to decrease the price. 
 

 Earnings per Share (EPS): Earnings per share 

(EPS) is a comparison tool between two companies. 

Earnings per share serve as an indicator of a company's 

profitability. 

EPS =Net Earnings / Number of Outstanding Shares. 

 

For output we use the Price of the share. Using this data 

set we trained the network.  

 Share Volume: Share volume can be calculated in 

two different types the daily share volume and the 

monthly share volume. the total number of share is sold 

in a particular day is called daily share volume. In 

monthly share volume is the sum of the trading volumes 

during that month. 

 

5.2. Results Analysis  
Using the developed system to forecast the 

future stock values with feedforward neural networks 

we can do some analysis to know the performance of 

the Back-propagation algorithm. By using the past 

historical data of ACI  pharmaceutical company which 

include only 2 inputs, we tried to predict stock values 

for future 8 days of November 2010 from Back-

propagation algorithm we are now able to compare the 

predicted values with the real values. Table 1 and 

Figure 3 show the forecasting and real values of the 

ACI pharmaceutical Company. The input past historical  

 

data is from 31-08-2010 to 30-09-2010. The average 

error of the 1
st
 simulation was 3.71%. 

 

Table 1: Predicting price, Actual price and Error 

(%) of ACI pharmaceutical using 2 input datasets 

Date ActualPrice Predicted Price Error 

(%) 

01-11-2010 395 401.9 1.74 

02-11-2010 387 401.7 3.79 

03-11-2010 392 401.7 2.47 

04-11-2010 390 401.7 3.00 

08-11-2010 389 401.5 3.21 

09-11-2010 385 401.4 4.24 

10-11-2010 380 401.5 5.65 

11-11-2010 380 401.5 5.65 

 

 
Figure 3: Graphical representation of Predicting and 

Actual price of ACI pharmaceutical using two input data 

sets. 
 

For the second simulation we used the past 

historical data of ACI pharmaceutical company which 

include only 5 inputs, we tried to predict stock values 

for future 8 days of November. Table 2 and Figure 4 

show the forecasting and real values of the ACI 

pharmaceutical Company. The input past historical data 

is from 1-9-2010 to 31-10-2010. The average error of 

the 2
nd

 simulation was 1.53 %. 
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Table 2: Predicting price, Actual price and Error 

(%) of ACI pharmaceutical using five input datasets 

Date Actual Price  Predicted Price Error(%) 

01-11-2010 395 392.7 0.58 

02-11-2010 387 393.3 1.62 

03-11-2010 392 392.5 0.12 

04-11-2010 390 392.0 0.51 

08-11-2010 389 392.8 0.97 

09-11-2010 385 392.5 1.94 

10-11-2010 380 392.5 3.28 

11-11-2010 380 392.3 3.23 
 

The more input data we have the better 

training and get more close results. This means that, 

more the available data for predicting financial markets, 

the greater the chances of an accurate forecast. But the 

sum squared error was high for the 5 input dataset than 

the 2 input data sets but the forecasting error was 

minimal. 

 

5.3. DISCUSSION 

 We observed that when we take 2 inputs for 

forecasting the sum squared error was high. But 

when we take 4 inputs the sum squared error was 

minimized. But when we take 5 input then the sum 

squared error is higher than the 4 input technique.   

 When we take the data of share market in a 

sequential date, we can predict the share price 

nearer to the actual price. But if we take the data of 

discontinuous date the difference between the 

predicted price and actual price was relatively high. 

 In the training time if any input changed suddenly 

at a high rate then the forecasting was not near to 

the actual price. 

 
Figure 4: Graphical representation of Predicting and 

Actual price of ACI pharmaceutical using five input 

datasets. 

 

6. CONCLUSION:   

 In this paper, a time series forecasting model 

based artificial neural network is presented to prediction 

price of share market. With respect to the presented 

neural network model in this study, we may conclude 

that by considering the capabilities of artificial neural 

network in learning, errors can be minimized tangibly.  

It has been proven already through research in term of 

share markets. The detail of demonstration was 

concluded in Tables 1 - 2 and Figures 3 - 4. For future 

work, we plan on combining more technical parameters 

and utilize other deep neural network models. 
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