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Abstract: An iris recognition system based on Convolutional Neural Network 

with Particle Swarm Optimization (CNN-PSO) was developed to improve the 

identified hitches in the existing systems. Iris images of 150 and 108 persons were 

acquired from LAUIRIS (Nigeria) and CASIA (China) respectively. The images 

were resized and cropped after which Hough transform was used for effective 

localization of the iris region and normalised using Daugman’s rubber sheet 

model, while an efficient Cumulative Sum-based analysis method was used to 

extract discriminative features from the normalised iris images after which the iris 

code was generated. The iris code generated in a vector form was optimised with 

PSO after which they are fed into Convolutional neural network; the same 

procedure was engaged during enrolment and authentication to generate the iris 

template. Euclidean distance was used for decision making on test sample 

template and stored template. The system was implemented with MATLAB 

R2013a. The performance of the developed system was evaluated on LAURIS 

and CASIA, and compared with the existing systems (CNN, BPNN-PSO and 

BPNN) using False Acceptance Rate (FAR), False Rejection Rate (FRR) and 

Recognition Rate (RR). CNN-PSO has the highest recognition rate of 98.67% and 

97.22% for LAUIRIS and CASIA respectively among the systems which showed 

an improvement over other three recognition technique. The developed CNN-

PSO has not only produced an improved Iris recognition system over the others, 

with the highest recognition rate for both datasets but it also provides a significant 

recognition rate of black Iris images despite the limitations identified with black 

Iris images in separating Iris image from other part of the eyes. The developed 

technique can be applied to various field of life like security, surveillance systems. 

Keywords: Iris images, CNN-PSO, Neural Network, eyes. 
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1.0 INTRODUCTION 
1.1 Background of the Study 

Today, accurate security of lives and properties 

is one of the most challenging issues facing the society. 

It is important to certify the identity of individuals in 

place of preventing illegitimate users from intruding into 

various systems and such identification method should 

be efficient. Compromising of systems has transform to 

a norm where people profess to be who they are not or 

claim what does not belong to them. This and many more 

necessitated authentication so as to save sensitive 

systems from intruders. Conventional methods of 

recognizing individual’s identity which are ‘something 

you know’ such as password, personal identification 

number (PIN), and ‘something you have’ such as cards 

or token are not always dependable (Sarhan, 2009) and 

can be compromised by persons handling it. Passwords 

are renowned for being frail and can be cracked easily 

due to human nature and the liability to make passwords 

easy to remember by penning them down somewhere 

easily accessible. Cards and tokens can be presented by 

anybody, although the card or token can be recognized 
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no means of confirming if the personality of the 

individual presenting the card is the actual owner (Khaw, 

2002). Biometric solutions ‘something you are’, such as 

identification systems using fingerprint, Iris, face, and 

palm print, have an edge over the traditional 

authentication techniques (Sun et al., 2005), which 

cannot be compromised easily.  

 

Iris recognition is one of the important and most 

reliable biometrically based recognition, a method of 

identifying individuals on the basis of their Iris patterns. 

This is because Iris texture traits of individuals provide 

uniquely high dimensional data that yields the lowest 

false acceptance rates among all forms of biometric 

verification systems, even the Iris of the left and right eye 

of an individual are unique. Hence Iris recognition is 

becoming much secured way of identifying an individual 

(Balaji et al., 2011; Bastys et al., 2011). Compared with 

other biometrics, Iris is quite resistant to aging, and the 

wearing of glasses. Other technologies such as 

fingerprint may be damaged by burning or by taking 

some drugs and voice can be altered by colds. 

Consequently, Iris recognition is a biometric system that 

can be relied upon in generating accurate results (Sibai et 

al., 2011). 

 

One of the recent techniques for developing 

biometric system is deep learning. A type of machine 

learning that allows computers to learn from occurence 

and comprehend the world in terms of a hierarchy of 

concepts. It is expected that human input will not be 

required in operating the computer; inputting the 

information needed by the computer, as the computer 

accumulates knowledge from experience. The hierarchy 

of concepts enables the computer to study most complex 

concepts by fabricating them out of simpler ones. It 

includes regularization, deep feedforward networks, 

optimization algorithms, sequence modelling, 

convolutional neural networks (CNN or ConvNet), and 

practical methodology; these have already proven useful 

in various disciplines such as online recommendation 

systems, natural language processing, speech and audio 

processing, computer vision, speech recognition, 

bioinformatics, robotics, and videogames (Goodfellow et 

al., 2016). CNN is one of the most popular types of deep 

neural networks. The efficacy of deep learning became 

more prominent and popular in image recognition on the 

account of the efficacy of convolutional nets. They are 

powering major advances in computer vision (CV), 

CNNs are simply neural networks that employs 

convolution, a mathematical operation instead of general 

matrix multiplication in one or more of their layers 

(Karen and Andrew, 2015).  

 

CNNs are cognate to traditional ANNs in that 

they consist neurons that self-optimise through learning. 

In CNNs, the fully connected layer employed for 

identification are fixed during the training process as 

well as the weights of the convolutional layer engaed for 

feature extraction while feature extractors are manually 

designed in traditional models for pattern recognition. 

CNNs allow encoding of specific image features into 

architecture which makes the network more desirable for 

image focused tasks - while minimizing the parameters 

required to set up the model. CNNs improved network 

structures reduces memory requirements, lower 

computation complexity and, simultaneously give 

preferable performance for applications whither the input 

has local correlation (for example speech and image) 

(Samer et al., 2015). These are notable reasons why 

convolutional neural networks are seemingly significant. 

CNNs have been explored in differs areas such as video 

analysis, and natural language processing, speech 

recognition, image and pattern recognition.  

 

Optimization techniques are methods used for 

finding the optimal result from all feasible results in 

optimization problem. There are numerous optimization 

techniques employed in optimization problems which 

include Particle Swarm Optimization (PSO) and Cuckoo 

Search (CS). PSO is a stochastic population-based global 

search methods and most often used natural optimization 

algorithms inspired in nature, owing to its simplicity of 

implementation and fast convergence speed (Chen et al., 

2015). CS was introduced by (Yang and Deb, 2009, 

2010), an algorithm motivated by the unique life of 

cuckoo species where each egg in a nest amount to a 

solution and a new cuckoo egg means a new solution. 

The intention of CS is to extend the survival rate of eggs, 

employed the recently better results (cuckoos) to suceed 

a worse result in the nests. 

 

Deep learning has been explored for some 

biometrics system including face recognition but very 

few consideration has been given to exploring Iris 

recognition using deep learning, hence this research 

employed the Convolution Neural Network (CNN) a 

type of deep learning optimised with particle swarm 

optimization (PSO) technique for Iris recognition 

system. Iris recognition system is applicable in many 

fields like Immigration system, airports, military, secure 

access of bank accounts, secure financial transaction, 

network security, security of sensitive areas, and 

permission to examination hall and so on.The 

developments in technology and increasing emphasis on 

security have resulted in more attention towards 

biometric based personal verification and identification 

methods (Rai and Yadav, 2014).  

 

The main challenge of human Iris recognition 

system is the difficulty in detecting apparent feature 

points in the image and to keep their representability 

effectively high and also the capability to establish the 

identification or verification process suitable for Iris 

patterns that is capable of producing infallible accuracy 

(Lim et al., 2001). The identification or verification 

process is meant to provide absolute accuracy, as high as 

100% so that no illegitimate person is wrongly accepted 

and no legitimate person is wrongly rejected. So any 

research effort towards constantly increasing the 

file:///D:/opemipo/AppData/Roaming/Microsoft/Thesis%20chapters%201-3new%20plagiarism.docx%23_ENREF_97
file:///D:/opemipo/AppData/Roaming/Microsoft/Thesis%20chapters%201-3new%20plagiarism.docx%23_ENREF_98
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recognition accuracy of Iris recognition system is 

worthwhile. 

 

Most Iris recognition systems are limited with 

high error rates (FAR, FRR) and reduced recognition 

accuracy. Therefore, in this research, PSO was combined 

with CNN to develop an improved Iris recognition 

system with enhance recognition rate for efficient 

identification process.  

 

2.0 LITERATURE REVIEW 
2.1 Related Works 

Wildes in year 1997 represented the Iris texture 

with a Laplacian pyramid constructed with four different 

resolution levels and used the normalized correlation to 

determine whether the input image and the model image 

are from the same class having as a principal 

disadvantage the dependence of threshold values on the 

edge-map construction (Wildes, 1997).  

 

Boles and Boashash (1998) calculated a zero-

crossing representation of one-dimensional (1D) wavelet 

transform at several resolution levels of a concentric 

circle on an Iris image to characterize the texture of the 

Iris. Iris matching was hinged on two dissimilarity 

functions. The algorithm for extracting unique traits from 

Iris images and representing these traits using the 

wavelet transform (WT) zero crossings was proposed. 

This representation is then used to recognise individuals 

from the Iris images of their eyes. A wavelet function that 

is the first derivative of a cubic spline is used to construct 

the representation. The proposed technique is translation, 

scale, and invariant rotation,. It is also largely unaffected 

by variations in illumination and noise levels in the 

images, a recognition rates of 93.23 was achieved. 

 

Lim et al., (2001) proposed a method of making 

feature vector efficient and compact mechanisms for a 

competitive learning technique such as weight vector 

initializations and the winner selection. Edge detection 

method was utilised to identify the inner boundary and 

apply the bisection method to detect the centre of the 

inner boundary. After it, they determine the inner and 

outer boundary using virtual circle. Gabor wavelet 

transform and wavelet transform which are widely used 

for extracting features–were evaluated. From this 

evaluation, they found that Haar wavelet transform had 

better performance compare to Gabor transform. 

Secondly, optimization of the dimension of feature 

vectors was done using Haar wavelet in order to 

minimise processing space and time. They present an Iris 

pattern with 87 bits code without any negative influence 

on the system performance. Lastly, a modified 

competitive learning neural network (LVQ) was adopted 

for classification, they improved the accuracy of the 

classifier by proposing an initialization method of the 

weight vectors and a new winner selection method 

designed for Iris recognition. With these methods, the 

highest Iris recognition performance that could be 

obtained is 98.4%. 

Kong and Zhang (2001) developed variance of 

intensity and Gabor filter approaches for detection of 

eyelash. The eyelashes were divided into multiple 

eyelashes and separable. Separable eyelashes are 

identified using 1D Gabor filters while multiple 

eyelashes were identified using intensity variance. 

Connective criterion was used in their model. 

Convolution of the separable eyelashes using Gabor 

filter produced a low output value. For multiple 

eyelashes, the variance of intensity in a window is 

smaller compare to threshold, the centre of the window 

was taken as eyelashes. 

 

Tisse et al., (2002) analyzed the Iris features 

through the analytic image constructed by the original 

image and its Hilbert transform. They developed a 

segmentation process hinged on integro-differential 

operators and Hough Transform. This minimised the 

computation time and removed potential centres exterior 

to the eye image, however the pupil noises Eyelash were 

also not considered. 

 

Huang et al., (2002) developed a recognition 

method which constructs basic functions for training set 

by Independent Component Analysis, which determines 

the centre of every class by competitive learning 

mechanism and finally recognizes the pattern based on 

Euclidean Distance. The algorithm utilizes all patterns of 

all the classes to determine ICA basic function and when 

a new class is joined all the patterns must be retrained. 

They obtain 81.3% for blurred images, 93.8% for variant 

illumination and 62.5% for noise interference images. 

 

Daugman (2003) used Multiscale Gabor filters 

to demodulate texture phase structure information of the 

Iris. Filtering an Iris image with a family of filters 

returned 1024 complex valued phasors which indicate 

the phase structure of the Iris at different scales. Each 

phasor was then estimated to one of the four quadrants in 

the complex plane. The following 2048-component Iris 

code was used to represent an Iris. The difference 

between a pair of Iris codes was measured by their 

Hamming distance. 

 

Krichen et al., (2004) used a hybrid procedure 

for Iris segmentation, Hough transform for outer Iris 

boundary and Integro-differential operator for inner Iris 

boundary. The Iris code was produced using wavelet 

packets. This method obtains 2% FAR and 11.5% FRR 

which is improved to Daugman method. 

 

Sun et al., (2005) observed that recognition 

methods using local features have better performance 

than the texture analysis-based methods because the 

texture features are unable to accurately capture fine 

spatial changes of the Iris. The global feature is presumed 

to overcome the limitations of local feature based 

classifiers (LFC) since it is sensitive to photometric and 

geometric distortions. Consequently, it is required to 

complement the local features with global features to 
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attain the best possible recognition accuracy. Thus 

Cascaded classifiers was proposed for Iris recognition 

system. The basic design of the approach is to construct 

a two-stage classification method with a reject option. 

The LFC is first implemented and global feature based 

classifier (GFC) is rarely utilised except the LFC is 

unsure of its outcome, which is set by the matching score 

betwix the input Iris and the stored template. When the 

score is near the decision boundary of LFC and the input 

is assumed as genuine, noisy Iris images are usually 

involved in matching. Compared with LFC, the GFC is 

capable of recognizing noisy Iris images. So the 

integrated LFC-GFC system is more accurate than the 

single classifier. 

 

Poursaberi and Araabi (2005) computed binary 

code representation of the Iris and utilised Euclidian 

distance for matching. This Iris recognition method 

contain six main steps: (1) pre-processing including 

image capturing, (2) image filtering and enhancement, 

(3) image Iris localization and Iris normalization,(4) Iris 

de-noising and enhancement, (5) Iris feature extraction, 

and (6) Iris feature classification. The algorithm was 

evaluated with CHUK Iris database and a considerable 

success rate was achieved. Binary coding in feature 

extraction stage enhance the matching process. 

 

Schmid et al., (2006) developed an algorithm to 

estimate the performance of Iris biometrics system on a 

large dataset using Gaussian Model constructed from a 

smaller dataset. It uses a sequence of K Iris codes in the 

matching stage to represent an Iris subject. The distance 

between a pair of Iris subjects is defined as a K-

dimensional Hamming Distance, modelled as Gaussian 

distribution. 

 

In Nabti and Bouridane (2008), an approach 

based on multiscale edge detection was employed at pre-

processing stage to localize the Iris with combination of 

some Multiscale feature extraction techniques: special 

Gabor filters and wavelet maxima components. Also, a 

feature vector representation based on moment invariants 

and a fast matching scheme based on exclusive OR 

operation to compute bits similarity was developed. They 

used statistical features (mean and variances) and 

moment invariants. Moment invariants is seen to perform 

more than statistical features, but this method is 

developed for identification phase.  

 

Sarhan (2009) presented an Iris recognition 

method using discrete cosine transform (DCT), the 

method used 2-D DCT and Artificial neural network 

(ANN). The DCT was used to extricate distinct traits 

from the Iris image. These features are then applied to 

ANN for classification. Maximum number of DCT 

coefficients and ANN structure (number of layers and 

number of neurons in each layer) were investigated, their 

simulation results showed the best recognition accuracy 

rates of 96% when the ANN used is a 3-layer structure, 

using 49 DCT coefficients, trained with 74 epochs.  

Gawande et al., (2010) presented Iris 

recognition with score based fusion method; it is an 

approach that fuses multiple algorithms for Iris 

recognition. The technique combines three algorithms 

namely Zero crossing based 1D wavelet, Genetic 

algorithm and Euler No., for feature extraction. The 

result of the algorithms is normalized and their score are 

fused to determine whether the user is imposter or 

genuine. Due to their advantages the combined approach 

would cover up the flaws in feature extraction process 

using single method and would increase the Iris 

recognition performance. 

 

Balaji et al., (2011) presented an Iris 

recognition system involving effective edge detection 

method was presented. They used canny edge detection 

and Hough transform for localizing the Iris and pupil 

regions to attain automatic segmentation. Next, 

normalized Iris is decomposed using Haar wavelet 

decomposition and statistical features were computed 

and matching was done using hamming distance method. 

The algorithm was not effective in analysis of the 

requirements for the physical implementation of the non-

cooperative prototype system, simultaneous adapting 

and improving of algorithms for the real time must be 

carried out. 

 

Sibai et al., (2011) presented an Iris recognition 

using a simple feedforward artificial neural network 

trained with the Backpropagation algorithm. The output 

of their pre-processing stage serve as input to the neural 

network. The approach possess the ability to produce a 

no match or match output while in others’ work, the 

neural network generates an Iris code which will be later 

subjected to a matching algorithm such as Hamming 

distance computation to recognise a match. Only 20 

brown coloured Iris images was used to test the system 

and optimum accuracy of 93.33% was achieved when the 

number of neurons in the hidden layer was 60. 

 

Si et al., (2012) presented an eyelash detection 

algorithm based on directional filters. A Multiscale and 

multidirectional data fusion method is introduced to 

reduce the edge effect of wavelet transformation 

produced by complex segmentation algorithms. Th 

approach achieves a low rate of eyelash 

misclassification. 

 

An indexing mechanism was developed by Dey 

and Samanta (2012) to extract Iris templates through 

Gabor energy features. The Gabor energy features are 

calculated from the preprocessed Iris texture in different 

scales and orientations to produce a 12-dimensional 

index key for an Iris template. An index space is created 

based on the values of index keys of all individuals. 

 

Falohun (2013) developed a feature extraction 

for Iris recognition based on Enhanced inverse analytical 

Fourier-Mellin Transforms. Two-level segmentation 

technique combining circular Hough transform and 
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integro-differential operator coupled with some 

morphological was developed which helped in proper 

segmentation of the newly introduced Iris from black 

people's faces while a modification of Bourennane's 

inverse analytical Fourier-Mellin Transforms was used 

to extract the isolated Iris texture. The system was 

evaluated using black Iris images captured in Nigeria and 

Iris images from Chinese Academy of Sciences Institute 

of Automation (CASIA), a typical white Iris database. 

For CASIA data the optimum recognition rate of 97.22% 

was achieved at hamming distance of 0.39 where no 

enrolee was falsely accepted and 2.78% were falsely 

rejected i.e. legitimate users were rejected. Optimum 

recognition accuracy of 96.10% for the black Iris images 

was achieved at hamming distance of 0.45 where FAR is 

0.57% and FRR is 3.33%.  

 

Neural networks model biological neural 

networks in the brain and have proven their efficiency in 

a number of applications such as organization and 

categorization, prediction, pattern recognition and 

control. Shaikh and Doye (2013) developed an Iris 

recognition system using local histogram and optimized 

with Feed forward back propagation neural network 

optimized with particle swarm optimization (FFBNN-

PSO). The input eye images were pre-processed using 

adaptive median filter to remove the salt and pepper 

noise. Then, the features generated from the pre-

processed image are fed into FFBNN for training and 

testing, to obtain accurate results the FFBNN parameters 

were optimized using PSO. Accuracy of 80% was 

obtained with the optimized FFBNN-PSO which is an 

advancement over standard FFBNN with accuracy of 

72%. 

 

Nguyen et al., (2013) developed a novel 

feature-domain super-resolution approach using 2D 

Gabor wavelets for Iris recognition. The proposed 

approach is meant to overcome the non-linearity of 2D 

Gabor wavelet features and it outperforms the 

unenhanced features, the pixel domain super-resolution 

equivalent, as well as other existing feature domain 

super-resolution and fusion techniques though the 

computational cost of the approach was not estimated. It 

capitalizes on both the feature fusion using maximum 

posteriori and the enhanced performance against other 

fusion approaches; an equal error rate (EER) of 0.5% was 

obtained. 

 

An Iris recognition system based on 

combination of support vector machine and Hamming 

distance was developed . They selected the zigzag 

collarette area of the Iris for feature extraction, it was 

believed that it captures the most rich areas of Iris 

complex pattern. The approach employed trimmed 

median filter and parabola detection for detection of 

eyelash and eyelid detection and removal. Iris feature 

was extracted using HAAR wavelet of decomposition 

level 3 and 1D Log Gabor filter. Support vector machine 

was the major classifier and Hamming distance served as 

the secondary classifier (Rai and Yadav, 2014). 

 

Falohun et al., (2015) developed an Iris 

recognition system using Artificial Neural Network 

(ANN) with two Segmentation techniques (Quadtree and 

Hough transform). ANN was engaged for training the 

database using endcoded segmented Iris. It also accounts 

for the final stage which is matching the tested Iris to its 

corresponding encoded version, in other words, 

recognition. The research focus is on the segmentation 

stage of recognition system, evaluating the segmentation 

time and recognition time of the two segmentation 

methods. Quadtree segmentation technique was seen to 

outperform Hough transform. 

 

Karen and Zisserman (2015) observed the result 

of the depth of convolutional neural network on accuracy 

with large-scale image recognition setting. They 

simulated very deep convolutional networks (up to 19 

weight layers) for largescale image classification and 

deduce that the representation depth is useful for the 

classification accuracy, which established the usefulness 

of depth in visual representations. Their model 

generalize well to a wide range of tasks and datasets, 

matching or exceeding more complex recognition 

pipelines built around less deep image representations.  

 

Amol et al., (2016) developed an Iris 

recognition using gray level Co-occurrence matrix and 

hausdorff dimension. The segmentation of the Iris uses 

intensity, location information and shape of pupil or Iris 

localization and performs normalization of the Iris region 

by un-wrapping the circular region into a rectangular 

region. The feature extraction of Iris was done by GLCM 

(Gray Scale Co-occurrence Matrix) and HD (Hausdorff 

Dimension. The Biometric Graph Matching (BGM) 

algorithm was utilised for matching the graphs of the test 

image with the training image of the Iris biometric. The 

BGM algorithm utilize topology of graph to define 

various traits values of the Iris templates. A Support 

Vector Machine (SVM) classifier was employed to 

differentiate between imposter and genuine. Only 10 

persons Iris image were employed to test the system, 

reasonable conclusions cannot be made with such small 

amount of Iris image and efficiency of 97.5% was 

achieved.  

 

Long et al., (2016) developed a highly 

optimized and unified deep learning architecture 

(UniNet), for both Iris region masking and feature 

extraction, using fully convolutional networks (FCN). 

The unified network contain two sub-networks; MaskNet 

and FeatNet was originally designed for semantic 

segmentation. Their fully convolutional network 

obtained improved segmentation of PASCAL VOC 

(30% relative improvements to 67.2% mean IU on 2012). 

 

Liu et al., (2016) deployed CNN for Iris 

segmentation. Hierarchical CNNs (HCNNs) and multi-
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scale FCNs (MFCNs) were utilised to automatically 

locate Iris boundary in non-cooperative environments. 

Full Iris image was used without stating the ROI (region 

of interest) into the CNN which made the hairs, eyelids, 

glasses frames and eyebrows have a similar look to Iris 

image which could be recognised as Iris points by the 

CNN model. This work shows a better performance than 

the preceding methods but Iris segmentation error can be 

potentially reduced further. 

 

Muhammad et al., (2017) proposed a two-stage 

Iris segmentation method using CNN to locate the actual 

boundary in noisy Iris images in a non-cooperative 

environment. The technique correctly locate the actual 

boundary even in intense cases such as rotated eyes, 

glasses, side view, off-angle eyes, and partially opened 

eyes. Modified circular HT was utilised in the early stage 

to recognise the rough Iris boundary which defines the 

ROI by small increase in the Iris radius. While CNN was 

used by VGG-face fine-tuning to the data achieved from 

the ROI in the second stage, which can produce the actual 

Iris boundary with the aid of learned features, the CNN 

output layer provides two output features. Therefore, the 

non-Iris and Iris points are classified to locate the real Iris 

boundary based on these features. The method achieved 

considerable segmentation, However it is essential to 

minimise the processing time for CNN-based 

segmentation. 

 

Zhao and Ajay (2017) developed a 

generalizable deep learning frame work for Iris 

recognition system using fully convolutional network 

(FCN), which is capable of reducing parameter space 

significantly and produce spatial corresponding Iris trait 

descriptors. The system does not only produce 

considerable matching accuracy but also possess 

exceptional generalization capability for Iris recognition 

on various databases. However, there is a need to learn 

more robust Iris mask information through the deep 

networks, anticipated to explore further the spatially fit 

characteristics for increased Iris recognition accuracy.  

 

Adegoke et al., (2018) developed a feature level 

fusion algorithm for Iris recognition system evaluated 

with Black Iris images. Integro-differential was 

employed for segmentation, PCA was utilised to isolate 

principal features to form Iris template and KNN was 

used for classification. Features extracted using FFT 

(Fast Fourier Transform) and HWT (Haar Wavelet 

Transform) were fused at feature level using weighted 

sum technique to produce composite feature developed 

into EIRS (Enhanced Iris recognition system). Three 

systems were developed FFT based IRS (FIRS), HWT 

driven IRS (HIRS) and EIRS with recognition rate of 

83.83% and 89.87%, and 94.16% respectively. 

 

Muthanah and Samah (2018) implemented Iris 

recognition system for reconizing human identity using 

two feature extraction methods; Fourier descriptor (FD) 

and principle component analysis (PCA). FD was based 

on transmuting the individual Iris quality to the 

frequency domain and represented by Iris signature 

graph. The low spectrums define the usual illustration of 

Iris pattern while traits of the Iris is represented as high 

spectrum coefficients. The PCA is a relative method to 

minimize the trait dimensionality. Each of the system 

was tested with three classifiers (Cosine, Euclidean, and 

Manhattan) using Iris images of fifty(50) individuals. 

The recognition results for FD on the three classifiers 

gives 86, 94, and 96%, versus 80, 92, and 94% for PCA 

when Cosine, Euclidean, and Manhattan classifiers were 

used respectively. The results shows that FD outperform 

PCA as feature extractor. 

 

While other researchers have engaged state of 

the techniques for development of Iris recognition with 

high error rates(FAR, FRR) and low recognition rate, this 

research engaged the lightweight structure of 

Convolutional neural network optimized with particle 

swarm optimization to develop a deep Iris recognition 

system. Employed over indigenous black Iris images of 

Ladoke Akintola University of Technology multimodal 

database and very popular CASIA Iris images which 

achieved a considerably high recognition rate. 

 

3.0 METHODOLOGY 
3.1 Development of Iris Recognition System 

The Iris recognition system consist of four (4) 

stages: Image acquisition, Pre-processing stage, Feature 

extraction and pattern recognition stage as shown in 

Figure 3.1. The Iris images used were acquired from two 

publicly available databases (CASIA and LAUIRIS). 

The input images were pre-processed to efficiently detect 

the Iris region, isolation of the actual Iris region to reflect 

the exact features of the Iris. The extracted features were 

subjected to normalization because of variation in Iris 

size, pupil position which differs for different individuals 

and environmental conditions during capturing of Iris 

image such as the intensity of light. This is necessary to 

have a uniform representation in dimension. Next stage 

was to extract unique features from the normalized 

images which were encoded and stored as template for 

each individual. The recognition stage is the last stage 

and the major focus of this research which involves 

training and verification, the extracted features served as 

input to the Convolutional neural network to generate 

template for the Iris and stored in the database. Euclidean 

distance metrics was employed to take decision on the 

authentication of individuals (whom to accept and whom 

to reject), the stored templates and template generated 

were compared according to the threshold set and the 

template being considered. 

 

3.2 Image Acquisition 

Images used for the recognition process were 

acquired from two of the databases reviewed which are: 

i. Chinese Academy of Science's Institute of 

Automation (CASIA): a publicly available Iris 

image databases for research purposes, CASIA 

version 1 containing 108 subjects. Three (3) 
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samples per subject was used, a total of 324 

images. 

ii. LAUIRIS: black Iris image database captured in 

Nigeria containing 150 subjects. 3 samples per 

subject was used, a total of 450 images. 

 

 
Figure 3.1: Architecture of the Iris recognition system 

 

3.3 Iris Image Pre-processing stage 

Iris images captured in bitmap format and 

pixels of 320 x 280 for CASIA and 640 x 480 for 

LAUIRIS as shown in Figure 3.2a and 3.2b respectively 

were converted to JPEG format for ease of processing; 

they were also cropped and resized to 200 x 150 pixels 

as shown in Figure 3.3a and 3.3b for CASIA and 

LAUIRIS. This is to decrease unwanted segment of the 

images and increase the chances and ease of detecting the 

Iris region. The images were converted to gray scale 

using ‘rgb2grayscale’ in MATLAB after which 

histogram equalization method was employed to 

enhanced the contrast by transforming intensity of the 

images for actual segmentation process. 

 

3.3.1 Iris localization (Segmentation) 

Segmentation was carried out to localize Iris 

region from the eye image and isolate noisy areas such 

as occluding eyelashes and eyelids for accurate 

segmentation result which is highly essential to the 

performance and recognition accuracy of the system. 

Integro-differential operator was employed for 

segmentation. The center coordinate and radius of the 

pupil and Iris region were deduced using the center 

coordinates parameters 𝑋𝑐, 𝑌𝑐 and r Equation 3.1.  

𝑥𝑐
2 +  𝑦𝑐

2 =  𝑟2 …………………………..….. (3.1) 

 

𝑥𝑐 is x coordinate of the iris center 

𝑦𝑐 is y coordinate of the iris center and r is radius of the 

Iris 

 

The integro-differential operator was performed 

to locates the Iris centre around the pupil center and the 

Iris radius as shown in equation 3.2. 

Max (xo, yo, r)|Gσ(r) ∗  
∂

∂r
∮ xo, yo, r

I(x,y)

2πr
ds ……. (3.2) 
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Figure 3.2a: Sample CASIA IRIS 

 

 
Figure 3.2b: Sample LAUIRIS image 

 

 
Figure 3.3a: Image resizing and cropping CASIA 
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Figure 3.3b: Image resizing and cropping LAUIRIS 

 

I(x, y) represent eye image, r is the radius to 

search for, Gσ(r) is Gausian smoothing function, such as 

a Gaussian of scale σ and s is contour of the circle given 

by r, xo, yo. The operator searched for circular Iris and 

the arcs of the lower and upper eyelids, it searches for the 

circular path with the maximum change in pixel values 

by varying the centre x and y and radius position of the 

circular contour to arrive at accurate location of the 

eyelids. Sample of segmented image of CASIA and 

LAUIRIS are shown in Figure 3.4a and Figure 3.4b 

respectively. 

 

3.3.2 Iris normalization 

In the normalization process, Iris is unwrapped 

and converted into its polar equivalent. Daugman’s 

Rubber sheet model was explored for normalization of 

the segmented Iris images. It allows easy transformation 

of the circular region to a rectangular shape, the center of 

the radial circle across the Iris region is considered as the 

refrence point. Each pixel of the iris in the Cartesian 

domain is assigned a correspondent in the pseudo-polar 

domain according to the distance of the pixel from the 

centers of the circles and the angle that it makes with 

these centers as shown in Figure 2.9. The normalized Iris 

strip for CASIA and LAUIRIS are shown in Figures 3.5a 

and 3.5b respectively. 

 

3.4 Iris feature extraction 

Discriminative traits of the Iris were extracted 

from the normalized Iris image using Cumulative sum-

based change analysis. The extracted features during the 

enrollment are encoded and stored in the database while 

during verification the system compares the extracted 

features of the presented Iris against the database to 

verify the identity of an individual. The Iris codes is 

generated by the algorithm through the analyzes of 

changes in grey values of the Iris pattern. The algorithm 

is as shown in section 2.9.3.2. After feature extraction 

Iris images were represented as a feature vector. The 

feature vectors are basically features stored in vector 

form and referred as feature vector. 

 

 
Figure 3.4a: Sample segmented image (CASIA) 
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Figure 3.4b: Sample segmented image (LAUIRIS) 

 

 
Figure 3.5a: Sample of normalized CASIA Iris 

 

 
Figure 3.5b: Sample of normalized LAUIRIS Iris 

 

3.5 Recognition Stage 

The feature vector obtained from the feature 

extraction process was optimized using PSO to obtain 

optimal solution, and they are being fed into the neural 

network during training and testing phase. During the 

training process, optimal parameters for training CNN 

were automatically sought and pinpointed using PSO, 

which result into reduced training time as the process of 

parameter tuning for training the network has been cut 

off. Thereby reducing the Computational cost by using 

PSO optimized parameters. 

 

PSO starts with initial solutions and finds the 

best global optimum; each particle has a randomly 

initialized position. PSO utilizes several searching points 

and the searching points gradually get close to the global 

optimal point using its pbest and gbest. At initialization 

the fitness value calculated for each particle is set as 

pbest 𝑝𝑏  value of each particle, the optimal pbest is 

selected as the global best (𝑔𝑏). The calculation of the 

fitness value is repeated and the 𝑝𝑏  were updated, the 

best 𝑝𝑏 is then selected to update the value of 𝑔𝑏 if the 

value is greater than the previous 𝑔𝑏  and if not the value 

of 𝑔𝑏 remains the same, the process continues until the 

solution is good enough or maximum iteration is 

reached. The algorithm is as shown figure 3.6, where ω 

is the inertia weight, c1 and c2 are acceleration constants 

while R1 and R2 are random numbers generated from a 

uniform distribution. 

 

The architecture and parameters of CNN were 

selected according to the implementation of the 

stochastic method of PSO on both the training and testing 

data. The CNN is fine-tuned and trained after the 

optimized parameters has been obtained in order to 

secure an improved network convergence and 

classification performance. The convolution operation 

extracts hierarchical features of the input. The first 

convolution layer extracts low-level features like edges, 

lines and corners. The discrete convolution between the 

two functions j and k is as shown in equation. 

(j∗ 𝑘)(x) =∑ 𝑓(𝑡)𝑔(𝑥 + 𝑡).𝑡  ………..……….. (3.3) 
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Figure 3.6: PSO parameter optimization for CNN 

 

In a two-dimensional signals, 2D-convolutions is 

represented as 
(𝑓 ∗ 𝑔)(𝑎, 𝑏) =  ∑ 𝑓(𝑐, 𝑑)𝑔(𝑎 + 𝑐, 𝑏 + 𝑑).𝑐,𝑑  ….. (3.4) 

 

F is the convolution filter on the 2D image g. 

 

Each of the convolutional layers incorporated is 

followed by the ReLu activation function are convolved 

with convolutional kernels also known as filters with a 

stride of one to output feature maps. 

Pooling/subsampling layers used kernels with individual 

stride. This reduced resolution of the features and makes 

the features robust against noise and distortion. In the 

Fully connected layer, the network concatenated high-

level features learned by the convolutional layers. 

Finally, a single neuron is computed as the final output 

of the network.  

 

The fully connected layer produces class scores 

from the activations, to be used for classification. During 

enrolment stage, the feature vector produced is stored in 

the database, while in authentication mode, the resultant 

feature vector of the Iris image presented are compared 

against the database to verify the identity of the 

individual. In the last layer of CNN, individual Iris image 

is categorised with its feature vector using Euclidean 

distance classifier. The performance of the Iris 

recognition system was evaluated with two databases 

and the flow diagram for the training and testing phase is 

as depicted in Figure 3.7. 

 

3.6 Classification 

Euclidean Classification was done by 

calculating distance between the new instance and all 

training point. The feature vectors from the test images 

were compared with the feature vectors stored in the 

database to measure the distance between these feature 

vectors. 

ED = d(a, b) √∑ (𝑎𝑗 − 𝑏𝑗)2𝑘
𝑗=1  …………..…. (3.5) 

 

K represents the dimension of the feature vector 

𝑎𝑗  is stored feature vector while 𝑏𝑗  is the test feature 

vector 

 

The minimum distance is considered and compared with 

the threshold.  
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Figure 3.7: Iris Recognition System 

 

3.7 Implementation of the Developed Iris Recognition 

System 

The research was implemented with MATLAB 

13 (R2013a) on windows 10 64-bit operating system, 

Hewlett Packard(HP) with Intel ® Dual Core (TM) i3 

Central Processing Unit (CPU) with a speed of 2.10GHz, 

8GB Random Access Memory (RAM) and 905 GB hard 

disk drive (HDD). Two data sets were used for this 

research CASIA (white Iris database) and LAUIRIS 

(Black Iris database). 108 individuals were used with 3 

images per person, a total of 324 images for CASIA 

database while 150 individuals were used with 3 images 

person, a total of 450 images were used for LAUIRIS 

database. Two (2) images of individuals were used for 

training the developed recognition system; a total of 

300,216 images used for CASIA and LAUIRIS 

respectively while 1 image of individuals were used for 

testing; a total of 108,150 images used for CASIA and 

LAUIRIS respectively. 

 

3.8 Performance Evaluation of the Developed System. 

The performance of the system was evaluated 

using FAR (False Accept Rate), FRR (False Reject Rate) 

and Recognition Rate (RR) at different thresholds.  

 

FAR is the probability of recognizing an 

illegitmate user as authentic user while FRR is the 

probability of denying an authentic user access, as if he 

is an outsider (Malik et al., 2014). The reasons for false 

Iris rejects are environmental or user error, i.e. presenting 

or not clearly opening eye (obscured Iris), reflection 

from glasses i.e. glare in the image, user difficulty (non- 

dominant eye) etc. The performance of Iris recognition 

can be improved if FRR and FAR are reduced. The 

performance of the developed system was evaluated on 

LAUIRIS and CASIA, and compared with the existing 

systems (CNN, BPNN-PSO and BPNN) using False 

Acceptance Rate (FAR), False Rejection Rate (FRR) and 

Recognition Rate (RR). The equations for FAR, FRR and 

RR are shown below: 

FAR (%) = 
No.of false accepted 

total No.of imposter attempts
×  100  =

FP 

FP+TP
×

100 ……………………………………………… (3.6) 
 

FRR (%) = 
No.of false rejected

total No.of authentic attempts
 × 100 = 

FN 

FN+TN
× 100 

………………………………………………………….. (3.7) 

 

Accuracy (%) = 
TP+TN

TP+FP+TN+FN
 ×  100  OR ……… (3.8) 

Accuracy (%) = 100 − (
FAR+FRR

2
) ×  100……….. (3.9) 
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Where, 

FP  represent number of imposters identified as 

legitimate users,  

TP  is the number of legitimate users identified 

correctly,  

FN is the number of legitimate users identified as 

imposters and  

TN is the number of imposters of correctly identified 

as imposters. 

 

4.0 RESULTS AND DISCUSSION 
4.1 RESULTS 

The results obtained from the Iris recognition 

system for the two data sets; LAUIRIS and CASIA were 

presented in Tables 4.1a and 4.2a respectively. Tables 

4.1b-d showed the result of Iris recognition system with 

CNN (Convolutional neural network), BPNN (Back 

propagation neural network) and BBPNN-PSO (Back 

propagation neural network optimized with particle 

swarm optimization) for LAUIRIS while the results for 

CASIA data set were presented in Tables 4.2b-d. Tables 

4.3a and 4.3b showed the comparison between the 

developed system and existing system when LAUIRIS 

and CASIA data set were employed respectively.  

Tables 4.1a, 4.1b, 4.1c and 4.1d showed the 

result of different performance metrics of the systems at 

different thresholds for LAUIRIS while Tables 4.2a, 

4.2b, 4.3c and 4.2d showed the result of different 

performance metrics of the systems at different 

thresholds for CASIA. Table 4.3a showed comparison of 

the optimum metrics of the systems for LAUIRIS while 

that of CASIA is as shown in Table 4.3b. Figure 4.1 

shows the graphical representation of the RR for the two 

datasets. Appendix showed the MATLAB graphical user 

interface of the developed Iris recognition system. 

 

For LAUIRIS, minimum FAR values of 0.00, 

2.67, 0.00 and 1.33% at thresholds of 0.5 to 0.8 was 

obtained for CNN-PSO, CNN, BPNN-PSO and BPNN 

respectively, and highest FAR values of 5.33% at 0.4 

threshold, 5.33% at threshold of 0.3, 6.67% at 0.1 to 0.2 

thresholds, and 8.00% at thresholds of 0.1 to 0.2 was 

obtained for CNN-PSO, CNN, BPNN-PSO and BPNN 

respectively. Similarly, least FRR values of 1.33% at 

thresholds 0.1 to 0.3, 1.33% at thresholds 0.1 to 0.2, 

2.67% at thresholds 0.1 to 0.2, and 2.67% at thresholds 

0.1 to 0.3 was obtained for CNN-PSO, CNN, BPNN-

PSO and BPNN respectively, and highest. 

 

Table 4.1a: Recognition Technique CNN-PSO LAUIRIS 

Threshold value FAR(%)  FRR(%) RR(%) Rt(secs) 

0.1 5.33 1.33 96.67 1976.73 

0.2 5.33 1.33 96.67 1853.49 

0.3 4.00 1.33 97.33 2670.70 

0.4 1.33 2.67  98.00 1726.00 

0.5 0.00 2.67  98.67 1963.88 

0.6 0.00 2.67  98.67 1910.62 

0.7 0.00 2.67  98.67 1804.38 

0.8 0.00 2.67  98.67 1661.39 

 

Table 4.1b: Recognition Technique CNN LAUIRIS 

 Threshold value FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 4.00 1.33 97.33 1442.90 

0.2 4.00 1.33 97.33 1881.40 

0.3 5.33 2.67 96.00 2117.33 

0.4 2.67 4.00  96.67 7354.54 

0.5 2.67 5.33  96.00 1443.68 

0.6 2.67 5.33  96.00 1714.47 

0.7 2.67 5.33  96.00 1887.48 

0.8 2.67 5.33  96.00 1902.12 

 

Table 4.1c: Recognition Technique BPNN-PSO LAUIRIS 

 Threshold value FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 6.67 2.67 95.33 2034.01 

0.2 6.67 2.67 95.33 1935.77 

0.3 4.00 4.00 96.00 1834.21 

0.4 1.33 5.33  96.67 2640.23 

0.5 0.00 5.33  97.33 1994.61 

0.6 0.00 5.33  97.33 2663.65 

0.7 0.00 5.33  97.33 1689.07 

0.8 0.00 5.33  97.33 2247.73 
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Table 4.1d: Recognition Technique BPNN LAUIRIS 

 Threshold value  FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 8.00 2.67 94.67 1457.26 

0.2 8.00 2.67 94.67 1470.50 

0.3 6.67 2.67 95.33 1448.74 

0.4 4.00 4.00 96.00 1439.29 

0.5 1.33 5.33 96.67 6688.87 

0.6 1.33 5.33 96.67 1688.32 

0.7 1.33 5.33 96.67 2812.99 

0.8 1.33 5.33 96.67 1951.82 

 

Table 4.2a: Recognition Technique CNN-PSO CASIA 

 Threshold value FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 3.70 1.85 97.22 3469.88 

0.2 3.70 1.85 97.22 2697.41 

0.3 5.56 3.70 95.37 2296.10 

0.4 1.85 5.56 96.30 2673.73 

0.5 1.85 3.70 97.22 3896.50 

0.6 1.85 3.70 97.22 1008.14 

0.7 1.85 3.70 97.22 1103.64 

0.8 1.85 3.70 97.22 1951.82 

 

Table 4.2b: Recognition Technique CNN CASIA 

 Threshold value FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 9.26 3.70 93.52 1225.99 

0.2 9.26 3.70 93.52 2718.51 

0.3 7.41 5.56 93.52 1775.69 

0.4 3.70 7.41 94.44 2293.06 

0.5 5.56 9.26 92.59 1711.27 

0.6 5.56 9.26 92.59 2559.55 

0.7 5.56 9.26 92.59 1541.53 

0.8 5.56 9.26 92.59 2457.51 

 

Table 4.2c: Recognition Technique BPNN-PSO CASIA 

 Threshold value FAR(%) FRR(%) RR(%) Rt(secs) 

0.1 11.11 3.70 92.59 1486.40 

0.2 11.11 3.70 92.59 3529.10 

0.3 7.41 5.56 93.52 2157.00 

0.4 3.70 7.41 94.44 2109.70 

0.5 1.85 7.41 95.37 2855.60 

0.6 1.85 7.41 95.37 2325.00 

0.7 1.85 7.41 95.37 2084.90 

0.8 1.85 7.41 95.37 1916.41 

 

Table 4.2d: Recognition Technique BPNN CASIA 

 Threshold value FAR(%)  FRR(%) RR(%) Rt(secs) 

0.1 12.96 3.70 91.67 1219.12 

0.2 12.96 3.70 91.67 1229.02 

0.3 11.11 3.70 92.59 1452.30 

0.4 5.55 7.41 93.52 1804.69 

0.5 1.85 9.26 94.44 1575.56 

0.6 1.85 9.26 94.44 2256.26 

0.7 1.85 9.26 94.44 1737.19 

0.8 1.85 9.26 94.44 1916.41 

FAR values of 5.33% at 0.4 threshold, 5.33% at 

threshold of 0.3, 6.67% at 0.1 to 0.2 thresholds, and 

8.00% at thresholds of 0.1 to 0.2 was obtained for CNN-

PSO, CNN, BPNN-PSO and BPNN respectively. 

Similarly, least FRR values of 1.33% at thresholds 0.1 to 

0.3, 1.33% at thresholds 0.1 to 0.2, 2.67% at thresholds 
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0.1 to 0.2, and 2.67% at thresholds 0.1 to 0.3 was 

obtained for CNN-PSO, CNN, BPNN-PSO and BPNN 

respectively, and highest FRR values of 2.67% at 

thresholds 0.4 to 0.8, 5.33% at thresholds of 0.5 to 0.8, 

5.33% at thresholds of 0.4 to 0.8, and 5.33% at thresholds 

of 0.5 to 0.8 was obtained for CNN-PSO, CNN, BPNN-

PSO and BPNN respectively as shown in Table 4.1a to 

4.1d.  

 

For CASIA, least FAR values of 1.33%, 5.56%, 

1.85% and 1.85% at thresholds of 0.5 to 0.8 was obtained 

for CNN-PSO, CNN, BPNN-PSO and BPNN 

respectively, and optimum FAR values of 3.70%, 9.26%, 

11.11%, and 12.96% at thresholds of 0.1 to 0.2 was 

achieved for CNN-PSO, CNN, BPNN-PSO and BPNN 

respectively. Consequently, lowest FRR values of 

1.85%, 3.70%, 3.70%, at thresholds 0.1 to 0.2 and 2.67% 

at thresholds 0.1 to 0.3 was obtained for CNN-PSO, 

CNN, BPNN-PSO and BPNN respectively, and highest 

FRR values of 5.33% at thresholds 0.5 to 0.8, 9.26% at 

thresholds of 0.5 to 0.8, 7.41% at thresholds of 0.4 to 0.8, 

and 9.26% at thresholds of 0.5 to 0.8 was obtained for 

CNN-PSO, CNN, BPNN-PSO and BPNN respectively 

as shown in Table 4.2a to 4.2d. For LAURIS RR of 

CNN-PSO ranges from 96.67% to 98.67%, 96.00% to 

97.33% for CNN, 95.00% to 97.33% for BPNN-PSO, 

and 94% to 96.67% for BPNN. While for CASIA the RR 

differs from 95.37% to 97.22% using CNN-PSO, 

92.59% to 94.44% for CNN, 92.59% to 95.37% for 

BPNN-PSO and 91.67% to 94.44% for BPNN. 

 

4.2 DISCUSSION OF RESULTS 
According to tables 4.1a to 4.2d, CNN-PSO has 

the minimum value of FAR for LAUIRIS and CASIA in 

comparison to CNN, BPNN-PSO, BPNN which means 

that the system is highly sensitive to illegitimate users, 

the probability of imposters being accepted as genuine 

user is minimal as against the other systems. Also, it has 

a minimal value of FRR for LAUIRIS and CASIA, 

which implies that the rate at which legitimate users are 

regarded as imposters and denied access is least as 

against other systems. It also means that the developed 

system has low tolerance for imposters and is less 

receptive to illegitimate users in relative to other 

systems. CNN-PSO has a considerably high RR 

compared to other systems.  

 

Table 4.3a: Optimal Recognition Rate of the systems LAUIRIS dataset 

Recognition Technique  FAR (%) FRR (%) Threshold  RR (%) 

CNN-PSO 0.00 2.67 0.5 98.67 

CNN 4.00 1.33 0.2 97.33 

BPNN-PSO  0.00 5.33 0.5 97.33 

BPNN 1.33 5.33 0.5 96.67 

 

Table 4.3b: Optimal Recognition Rate of the systems CASIA dataset 

Recognition Technique  FAR (%) FRR (%) Threshold RR (%) 

CNN-PSO 3.70 1.85 0.5 97.22 

CNN 3.70 7.41 0.4 94.44 

BPNN-PSO  1.85 7.41 0.5 95.37 

BPNN 1.85 9.26 0.5 94.44 

 

In addition, Tables 4.3a and 4.3b showed that 

CNN-PSO has the highest RR of the four systems, with 

RR of 98.67 and 97.22% for LAUIRIS and CASIA 

respectively. In view of the significantly high 

authentication capacity, it can be deduced that the system 

is the best recognition system and that PSO has a 

significant effect on the result of the recognition system. 

Also, when compared with earlier work of Falohun et al., 

(2013) where an accuracy of 96.10, at FAR of 0.57 and 

FRR of 3.33% was obtained For LAUIRIS and RR of 

97.22, at FAR of 0.00, FRR of 2.78% for CASIA, the 

system outperforms the state of the art method. 

 

Ordinarily, CNN has higher RR which shows 

that CNN outperform BPNN for both datasets due to 

CNN’s ability to encode specific image features and 

reduction in system complexity thereby giving rise to a 

better performance (higher recognition rate) in image 

recognition. The evaluation of the systems showed that 

PSO has a significant effect on CNN for CASIA (white 

Iris) and LAUIRIS (black Iris), by combining PSO’s 

strong ability regarding convergence rate and 

simultaneous sampling of multiple search space region 

with CNN’s image-specific encoding features, 

modelling of very complex data distributions and 

nonlinear data changes capability in achieving a more 

robust recognition system with the highest recognition 

rate. The developed system result into more recognition 

accuracy, hence it is more preferred and reliable for 

authentication and identification purposes. This also 

implies that CNN-PSO based Iris recognition system is 

highly efficient for black Iris images despite the 

difficulties in separating Iris image from other part of the 

eyes. 
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Figure 4.1: Recognition Rate of LAUIRIS and CASIA 

 

APPENDIX 

 

 
Figure A1: Recognition Rate of LAUIRIS 

 

 
Figure A2: Recognition Rate of CASIA 
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Figure A3: Graphical user interface of the Iris Recognition System 

 

5.0 CONCLUSION AND RECOMMENDATION 
5.1 CONCLUSIONS 

An Iris recognition system based on 

Convolutional Neural Network-Particle Swarm 

optimization (CNN-PSO) was developed in this work. 

CNN-PSO has the highest recognition rate of 98.67% 

and 97.22% for LAUIRIS and CASIA respectively 

among the systems which showed an improvement over 

other three recognition technique. 

 

The developed CNN-PSO has not only 

produced an improved Iris recognition system over the 

others, with the highest recognition rate for both datasets 

but it also provides a significant recognition rate of black 

Iris images despite the limitations identified with black 

Iris images in separating Iris image from other part of the 

eyes. The developed technique can be applied to various 

field of life like security, surveillance systems. 

 

5.2 RECOMMENDATIONS 

Further research on the system will include 

evaluation of the computational complexity to ensure the 

recognition time meet up real time requirement. The 

performance of the system can be evaluated with larger 

Iris dataset to test the robustness of the system. Other 

forms of deep learning can be explored for simulating the 

developmemt of Iris recognition system. 

 

REFERENCES 
• Aalaa Albadarneh, Israa Albadarneh and Ja'far 

Alqatawna (2015). Iris Recognition System for 

Secure Authentication Based on Texture and Shape 

Features. IEEE Jordan Conference on Applied 

Electrical Engineering and Computing 

Technologies (AEECT) 978-1-4799-7431-

3/15©2015. 

• Abikoye Oluwakemi C., Sadiku, J. S., Adewole 

Kayode S., and Jimoh Rasheed G. (2014). Iris 

Feature Extraction for Personal Identification using 

Fast Wavelet (FWT). International Journal of 

Applied Information Systems (IJAIS) – ISSN : 2249-

0868 Foundation of Computer Science FCS, New 

York, USA Volume 6– No. 9, March 2014. 

• Adegoke, B. O. (2018). Development of an 

Enhanced Iris Recognition Systems for Biometric 

Access Control, Unpublished PhD Thesis, Ladoke 

Akintola University of Technology Ogbomoso. 

• Adeolu, A. and Desmond, A. (2015). Performance 

Evaluation of Some Selected Feature Extraction 

Algorithms in Ear Biometrics. International Journal 

of Science and Research (IJSR) (438)3 ISSN 

(online):2319-7064 Volume 4, Issue 3, March-2015.  

• Alinka P. T. and Vanaja R. C. (2013). Iris 

Recognition: CUMSUM Based CPA Approach. 

International Journal of Advanced Computational 

Engineering and Networking, ISSN: 2320-2106 

Volume- 1, Issue- 5, July-2013. 

• Aparna Gale and Salankar S.S (2015). Performance 

Analysis on Iris Feature Extraction Using PCA, 

Haar Transform and Block Sum Algorithm. 

International Journal of Engineering and Advanced 

https://www.researchgate.net/journal/2319-7064_International_Journal_of_Science_and_Research_IJSR
https://www.researchgate.net/journal/2319-7064_International_Journal_of_Science_and_Research_IJSR


 

Okedunmade Opemipo C. et al; East African Scholars J Eng Comput Sci; Vol-7, Iss-5 (Jul, 2024): 35-56 

© East African Scholars Publisher, Kenya   52 

 

Technology (IJEAT) ISSN: 2249 – 8958, Volume-4 

Issue-4, April 2015. 

• Ajay Kumar and Arun Passi, (2010). Comparison 

and combination of Iris matchers for reliable 

personal authentication. Pattern Recognition, vol. 

43, no. 3, pp. 1016-1026, Mar. 2010.  

• Adler, F. H. (1959). Physiology of the eye: Clinical 

Application, 3rd ed. C. V. Mosby, edited 

 by William M. Hart, Jr. St. Louis. 

• Amol, M., Dilip, S., and Pravin, S. (2016). Iris 

Recognition using Gray Level Co-occurrence 

 Matrix and Hausdorff Dimension. International 

Journal of Computer  Applications, 133(8), 29-34.  

• Babich, A. (2012). Biometric Authentication: Types 

of biometric identifiers. University of Applied 

sciences. HAAGA-HELIA, pp 6-7. 

• Balaji, D. S., Gayathri, G., Lokesh, K. and Sindhu, 

S. (2011). A Novel Iris Recognition System Using 

Statistical Feature Analysis By Haar Wavelet. 

International Journal  of Computer Science and 

Information Technologies (IJCSIT), 2(6).  

• Bastys, A., Kranauskas, J., and Krüger, V. (2011). 

Iris recognition by fusing different representations 

of multi-scale Taylor expansion. Computer Vision 

and Image Understanding, 115(6), 804-816.  

• Bengio Y (2009). “Learning deep architectures for 

AI,” in Foundations and Trends in Machine 

Learning, Vol. 2, No. 1, 2009, pp. 1-127. 

• Bengio, Y., De Mori, R., Flammia, G. and Kompe, 

F. (1991). Global optimization of a neural 

 network—Hidden Markov model hybrid, in 

Proc. Eurospeech. IEEE Transactions on 

 Neural Networks, vol. 3, no. 2, 1992, pp 252-

259. 

• Bengio, Y., Courville, A., and Vincent, P. (2013). 

Unsupervised feature learning and deep learning: A 

review and new perspectives. IEEE Trans. Pattern 

Analysis and Machine Intelligence (PAMI). Aug; 

35(8):1798-828. doi: 10.1109/TPAMI.2013.50. 

• Bengio Y., Pascal L., Dan P., and Hugo L. 

(2007).Greedy layer-wise training of deep networks. 

Advances in neural information processing systems 

conference, Vol. 17 Cambridge, MA. MIT Press, 

2007, pp 153-160. 

• Bergen J. R., Anandan P., Hanna K., and Hingorani 

R., (1991). Hierarchical model-based motion 

estimation. In Proc. Euro. Conf. Computer Vision, 

Santa Margherita Ligure, Italy, 1991, pp. 510. 

• Bertillon, A. (1885). Identification 

anthropomeirique; Instructions signaleliques. Paris, 

59  pp. (Nouv. ed., 1893, Melun, 148 pp.)—, 189*/2 

Tableau des nuances de 1'Iris - 8humain. Bull. Soc. 

d'Anthrop., Paris, 4, 384-387.  

• Boehm, A. F., Diaz, A. A. and Rowe, W. F. (1990). 

Comparison of fingernail ridge  patterns of 

monozygotic twins. Journal of Forensic Science, 

35(1), 97-102.  

• Boles, W. W. and Boashash, B. (1998). A human 

identification technique using images of the Iris and 

wavelet transform. IEEE transactions on signal 

processing, 46(4), pp. 1185-1188.  

• Bourennane, S., Fossati, C. and Ketchantang, W. 

(2010). New algorithm for Iris recognition based on 

video sequences. Journal of Electronic Imaging, 

19(3), 033011-033015.  

• Bourlard H. and Morgan, N. (1993). Connectionist 

Speech: A Hybrid Approach. Boston: Kluwer 

Academic publishers, Norwell MA (USA) 93. 

• CASIA (Chinese Academy of Sciences—Institute 

of Automation), (2016). Iris image database. 

http://www.sinobiometrics.com_ Version 4.0. 

• Chaturvedi, D.K. and Malik, O.P., (2005). A 

generalized neuron based adaptive power system 

stabilizer for multimachine environment. IEEE 

Transactions on Power  Systems, 20(1): 

358–366, 2005. 

• Chaturvedi, D. K. (2008). Soft computing: 

techniques and its applications in electrical 

engineering (Vol. 103): Springer- Verlag Berlin 

Heidelberg pp 612. 

• Chen, C. H. and Chu, C. T. (2009). High 

performance Iris recognition based on 1-D 

 circular feature extraction and PSO–PNN 

Classifier. Expert Systems with Applications, 36(7), 

10351-10356.  

• Chen, J.-F., Do, Q. H. and Hsieh, H.-N. (2015). 

Training artificial neural networks by a hybrid PSO-

CS algorithm, 8(2), 292-308.  

• Civicioglu, P. and Besdok, E. (2013). A conceptual 

comparison of the Cuckoo-search, particle swarm 

optimization, differential evolution and artificial bee 

colony algorithms. Artificial Intelligence Review, 

39(4), 315-346.  

• Clerc, M. and Kennedy, J. (2002). The particle 

swarm-explosion, stability, and convergence in a 

multidimensional complex space. IEEE 

transactions on Evolutionary Computation, 6(1), 

58-73.  

• Cui, J., Wang, Y., Tan, T., Ma, L. and Sun, Z. 

(2004). “A fast and robust Iris localization method 

based on texture segmentation”. SPIE paper 

presented at the Defense and  Security 

Symposium, vol. 5404, pp. 401-408, 2004.  

• Daugman, J. (1992). "High confidence personal 

identification by rapid video analysis of Iris 

 texture". Proceedings 1992 International 

Carnahan Conference on Security Technology: 

Crime Countermeasures, Atlanta, GA, USA, 1992, 

pp. 50-60. 

• Daugman J (1993). High Confidence Visual 

Recognition of Persons by a Test of Statistical 

Independence. IEEE Transactions on Pattern 

Analysis and Machine Intelligence, Vol.15, No. 11, 

pp. 1148–1161, 1993.  

• Daugman, J. (2001). High confidence recognition of 

persons by Iris patterns. Paper  presented at the 

Security Technology, Electroencephalography and 



 

Okedunmade Opemipo C. et al; East African Scholars J Eng Comput Sci; Vol-7, Iss-5 (Jul, 2024): 35-56 

© East African Scholars Publisher, Kenya   53 

 

Clinical Neurophysiology/electromyography and 

Motor Control. 254 - 263. 10.1109/.2001.962841. 

• Daugman, J. (2003). Demodulation by complex-

valued wavelets for stochastic pattern recognition. 

International Journal of Wavelets, Multiresolution 

and Information Processing, 1(01), 1-17.  

• Daugman, J. (2007). New methods in Iris 

recognition. IEEE Transactions on Systems, Man, 

and Cybernetics, Part B, 37(5), 1167-1175.  

• Daugman, J. and Downing, C. (2001). Epigenetic 

randomness, complexity and singularity of human 

Iris patterns. Proceedings of the Royal Society of 

London B: Biological Sciences, 268(1477), 1737-

1740.  

• Dey, S. and Samanta, D. (2012). Irisinos data 

indexing method using Gabor energy  features. 

IEEE Transactions on Information Forensics and 

Security, 7(4), 1192-1203.  

• Dhivya, M. and Sundarambal, M. (2011). Cuckoo 

search for data gathering in wireless sensor 

networks. International Journal of Mobile 

Communications, 9(6), 642-656. 

• Dhivya, M., Sundarambal, M. and Anand, L. N. 

(2011). Energy efficient computation of data fusion 

in wireless sensor networks using cuckoo based 

particle approach (CBPA). Int'l J. of 

Communications, Network and System Sciences, 

4(04), pp 249.  

• DNAFingerprintIdentification. 

http://www.fingerprinting.com/dna-

fingerprintidentification. php, Accessed 20 

February 2010. 

• Doggart, J. H. (1949). Ophthalmic medicine: 

Churchill London, p. 167. 

• Drouhard, J.-P., Sabourin, R. and Godbout, M. 

(1996). A neural network approach to off-line 

 signature verification using directional PDF. 

Pattern Recognition, 29(3), 415-424.  

• Eberhart, R. C. and Kennedy, J. (1995). A new 

optimizer using particle swarm theory. Paper 

presented at the Proceedings of the sixth 

international symposium on micro machine and 

human science. 10.1109/MHS.1995.494215. pp 39 - 

43.  

• Esmin, Ahmed, Lambert-Torres, and Germano 

Alvarenga, G.B. (2006). Hybrid evolutionary 

 algorithm based on PSO and GA mutation. 

Proceedings of 6th International 

 Conference on Hybrid Intelligent Systems. 57-

62. 

• Falohun, A., Ismaila, W. and Adeosun, O. (2015). 

Performance Evaluation of Quadtree and Hough 

Transform Segmentation Techniques for Iris 

recognition using Artificial Neural Network (Ann). 

International Journal of Computer Trends and 

Technology (IJCTT) – volume 25 Number 1 – July 

2015. 

• Falohun, A. S. (2012). Development of a Feature 

Extraction Method for Iris recognition system using 

Enhanced Inverse Analytical Fourier Mellin 

Transform, Unpublished PhD Thesis, Ladoke 

Akintola University of Technology Ogbomoso pp. 

• Falohun, A.S., Omidiora E.O., Fakolujo A.O. and 

Ojo J.A. (2013). Development of an Iris-

 Based Access Control System Using a Two-

Level Segmentation Approach. International 

Journal of Computer Trends and Technology 

(IJCTT) - volume4 Issue5–May 2013. pp: 1318-

1326. 

• Flom, L. and Safir, A. (1987). Iris recognition 

system: U.S. Patent 4,641,349, 1987. 

• Gawande, U., Zaveri, M. and Kapur, A. (2010). 

Improving Iris recognition accuracy by score based 

fusion method. International Journal of 

Advancements in Technology (IJoAT), Vol. 1, No. 1, 

2010, pp. 1-12.  

• Ghodrati, A. and Lotfi, S. (2012). A hybrid CS/PSO 

algorithm for global optimization. Proceedings of 

the IASTED International Conference on Advances 

in Computer Science and Engineering, ACSE 2012. 

130. 89-98. 10.1007/978-3-642-28493-9_11. 

• Goldberg, D. E. (1989). Genetic algorithms in 

search, optimization and machine learning. addison-

wesley, Reading, MA.  

• Goodfellow I., Bengio Y., and Aaron C. (2016). 

Deep learning. The Korean Society of Medical 

Informatics, the MIT Press, Cambridge, MA, USA. 

ISBN: 978-0262035613 

• Harry J. Wyatt (200). A Minimum-wear-and-tear 

Meshwork for the Iris. In: Vision  Research. 

40 (2000) 2167-2176. 

• Haykin, hofS. (1999). Neural networks: a 

comprehensive foundation. Prentice-Hall, 2nd Ed, 

 Upper Saddle River, New Jersey Published by 

Pearson education (Singapore) pte. Ltd, indian 

Branch, 482 F.I.E. Patparganj, Delhi Indian. Inc. 

ISBN 81 -7808-300-0 1999. 

• Huang, Y.-P., Luo, S.-W. and Chen, E.-Y. (2002). 

An efficient Iris recognition system. Paper 

presented at the Machine Learning and Cybernetics, 

Proceedings. International Conference on. 

• Jain, A. K. and Kumar, A. (2010). Biometrics of 

next generation: An overview. Second Generation 

Biometrics, 12(1), 2-3.  

• Jain, A. K. and Li, S. Z. (2011). Handbook of Face 

Recognition: Springer. Springer  Science 

Business Media, Inc., 233 Spring Street, New York, 

NY 10013, USA. ISBN 0-387-40595. pp. 405. 

• Jain, A. K., Ross, A., and Prabhakar, S. (2004). An 

introduction to biometric recognition. IEEE 

Transactions on circuits and systems for video 

technology, 14(1), 4-20.  

• Jhapate, A. K. and Singh, J. P. (2011). Gait Based 

Human Recognition System using  Single 

Triangle. IJCST Vol. 2. Issue, 2, 2229-2224. 

• Jitendra K. R., (2013). Retinal recognition, 

http://www.slideshare.net/piyushmittalin/Retinal-

Recognition. 



 

Okedunmade Opemipo C. et al; East African Scholars J Eng Comput Sci; Vol-7, Iss-5 (Jul, 2024): 35-56 

© East African Scholars Publisher, Kenya   54 

 

• Johnson, A. Y. and Bobick, A. F. (2001). A multi-

view method for gait recognition using static body 

parameters. Paper presented at the International 

Conference on Audio-and Video-Based Biometric 

Person Authentication. 

• Jyoti Malik, Dhiraj Girdhar, Ratna Dahiya, 

Sainarayanan G (2014). Reference Threshold 

Calculation for Biometric Authentication. I.J. 

Image, Graphics and Signal Processing, 2014, 2, 

46-53. Published Online January 2014 in MECS 

(http://www.mecs-press.org/). 

• Karen S. and Andrew Z. (2015). Very deep 

convolutional networks for large-scale image 

recognition. Visual Geometry Group, Department of 

Engineering Science, University of Oxford. 

• Kevin Zakka (2016). A Complete Guide to K-

Nearest-Neighbors with Applications in Python and 

R. https://kevinzakka.github.io/2016/07/13/k-

nearest-neighbor/  

• Khaw, P. (2002). Iris Recognition Technology for 

Improved Authentication. Version 1.3: SANS 

Institute. Available at: 

http://www.sans.org/reading-

room/whitepapers/authentication/Iris-recognition-

technology-improvedauthentication-132 (accessed 

27 February 2015). 

• Kiranyaz, S., Ince, T., Yildirim, A. and Gabbouj, M. 

(2009). Evolutionary artificial neural networks by 

multi-dimensional particle swarm optimization. 

Neural Networks, 22(10), 1448-1462.  

• Ko, J.-G., Gil, Y.-H., Yoo, J.-H. and Chung, K.-I. 

(2007). A novel and efficient feature extraction 

method for Iris recognition. ETRI journal, 29(3), pp. 

399-401.  

• Kong, W. and Zhang, D. (2001). Accurate Iris 

segmentation based on novel reflection and eyelash 

detection model. Paper presented at the Intelligent 

Multimedia, Video and  Speech Processing. 

Proceedings of International Symposium on. 

• Krichen, E., Mellakh, M. A., Garcia-Salicetti, S., 

Hamrouni, K., Ellouze, N. and Dorizzi, B. (2004). 

Iris identification using wavelet packet for images in 

visible light illumination. Biometric Authentication 

(pp. 491-497): Springer. 

• Krstic, R. V. (2013). Human microscopic anatomy: 

an atlas for students of medicine and biology. 

Springer Science and Business Media. 

• Kumar, A., Garg, S. and Hanmandlu, M. (2014). 

Biometric authentication using finger nail 

 plates. Expert Systems with Applications, 41(2), 

373-386.  

• Lai, X., and Zhang, M. (2009). An efficient 

ensemble of GA and PSO for real function 

optimization. Paper presented at the Computer 

Science and Information Technology, ICCSIT. 2nd 

IEEE International Conference on. 

• Layeb, A. (2011). A novel quantum inspired cuckoo 

search for knapsack problems.  International 

Journal of Bio-Inspired Computation, 3(5), 297-

305. 

• Lim, S., Lee, K., Byeon, O. and Kim, T. (2001). 

Efficient Iris recognition through 

 improvement of feature vector and classifier. 

ETRI journal, Vol. 23, No. 2, 2001, pp. 61-70. 

• Liu N., Zhang M., Li H., Sun Z., and Tan T. (2016). 

DeepIris: Learning pairwise filter bank for 

heterogeneous Iris verification. Pattern 

Recognition. Lett., 82, 154–161.  

• Liu N., Li H., Zhang M., Liu J., Sun Z., and Tan T. 

(2016). Accurate Iris segmentation in non-

cooperative environments using fully convolutional 

networks. Proceedings of the IEEE International 

Conference on Biometrics, Halmstad, Sweden, 13–

16 June 2016; pp. 1–8. 

• Long J., Shelhamer E. and Darrell T., (2015). Fully 

Convolutional Networks for Semantic Segmentation 

in Computer Vision and Pattern Recognition 

(CVPR). IEEE  Conference on, pp. 3431-

3440. 

• Ma, L., Wang, Y. and Tan, T. (2002). Iris 

recognition based on multichannel Gabor 

 filtering. Paper presented at the Proc. Fifth 

Asian Conference Computer Vision. Melbourne, 

Australia, pp 279-283. 

• Ma, L., Wang, Y. and Tan, T. (2002). Iris 

recognition using circular symmetric filters. In: 

Proceedings of the 25th International conference on 

pattern recognition (ICPR02), pp 414-417. 

• Maio, D., Maltoni, D., Jain, A. K., and Prabhakar, S. 

(2003). Handbook of fingerprint recognition 2nd 

Edition, Springer-Verlag, London, 51-57. 

• Mallat, S. (1991). Zero-crossings of a wavelet 

transform. IEEE Transactions on Information 

theory, 37(4), 1019-1033.  

• Mallat, S. and Zhong, S. (1992). Characterization of 

signals from multiscale edges. IEEE Transactions 

on pattern analysis and machine intelligence, 14(7), 

710-732.  

• Marco Dorigo and Christian Blum (2005). Ant 

colony optimization theory: A survey. 

www.sciencedirect.com. Theoretical Computer 

Science, elsevier.com/locate/asoc 344 (2005) 243 – 

278. 

• Martin Pedemonte, Sergio Nesmachnow and Hector 

Cancela (2011). A survey on parallel ant colony 

optimization. Applied Soft Computing, www. 

sevier.com/locate/asoc 11 (2011) 5181–5197.  

• Mary, P.F.G., P.S.K. Paul, and J. Dheeba (2013), 

Human identification using periocular biometrics. 

International Journal of Science, Engineering and 

Technology Research (IJSETR) Volume, 2. 

• Masek, L. (2003). Recognition of human Iris 

patterns for biometric identification. The University 

of Western Australia, 2.  

• Mirjalili, S. and Hashim, S. Z. M. (2010). A new 

hybrid PSOGSA algorithm for function 

optimization. Paper presented at the Computer and 

http://www/
http://www.sciencedirect.com/


 

Okedunmade Opemipo C. et al; East African Scholars J Eng Comput Sci; Vol-7, Iss-5 (Jul, 2024): 35-56 

© East African Scholars Publisher, Kenya   55 

 

information application  (ICCIA), 

international conference on. 

• Mirjalili, S., Hashim, S. Z. M. and Sardroudi, H. M. 

(2012). Training feedforward neural networks using 

hybrid particle swarm optimization and gravitational 

search algorithm. Applied Mathematics and 

Computation, 218(22), 11125-11137. 

• Monrose, F. and Rubin, A. (1997). Authentication 

via keystroke dynamics. Paper  presented 

at the Proceedings of the 4th ACM conference on 

Computer and communications security. 

• Morgan, N (2012). “Deep and Wide: Multiple 

Layers in Automatic Speech Recognition,” IEEE 

Transactions on Audio, Speech, & Language Proc. 

Vol. 20 (1), January 2012 pp 30-42. 

• Muhammad A., Hyung G. H., Rizwan A. N., Min B. 

L., Min C. K., Dong S. K., Chan S. K., and Kang R. 

P. (2017). Deep Learning-Based Iris Segmentation 

for Iris Recognition in Visible Light Environment. 

Division of Electronics and Electrical Engineering, 

Dongguk University, 30 Pildong-ro 1-gil, Jung-

gu,Seoul 100-715, Korea. 

• Mustafa M. Alrifaee, Mohammad M. Abdallah and 

Basem G. Al Okush (2017). A Short Survey of Iris 

Images Databases. International Journal of 

Multimedia and Its Applications (IJMA) Vol.9, No.2, 

April 2017. 

• Muthana H. Hamd and Samah K. Ahmed, (2018). 

Biometric System Design for Iris 

 Recognition Using Intelligent Algorithms. I.J. 

Modern Education and Computer Science, 2018, 3, 

9-16 published online March 2018 in MECS 

(http://www.mecs-press.org. 

• Nabti, M. and Bouridane, A. (2007). An effective 

Iris recognition system based on wavelet 

 maxima nad Gabor filter bank. Paper presented 

at the Signal Processing and Its Applications, ISSPA 

2007. 9th International Symposium on. 

• Nabti, M. and Bouridane, A. (2008). An effective 

and fast Iris recognition system based on  a 

combined multiscale feature extraction technique. 

Pattern Recognition, 41(3),  868-879.  

• Nema, S., Goulermas, J., Sparrow, G. and Cook, P. 

(2008). A hybrid particle swarm  branch-

and-bound (HPB) optimizer for mixed discrete 

nonlinear programming. IEEE Transactions on 

Systems, Man, and Cybernetics-Part A: Systems and 

 Humans, 38(6), 1411-1424. 

• Nguyen K., Fookes C., Sridharan S., and Denman S. 

(2013). “Feature domain super-resolution for Iris 

recognition,” Computer Vision and Image 

Understanding, vol. 117, no. 10, 2013. 

• Omaima N. Ahmad, Adelfatah A. Tamimi, Shahlla 

A. Abdalkader (2012). Artificial Neural Networks 

for Iris Recognition System: Comparisons between 

Different Models, Architectures and Algorithms. 

International Journal of Information and 

Communication Technology Research, Volume 2 

No. 10, October 2012.  

• Oke, A., Falohun, A. and Adetunji, A. (2015). 

Development of A GSM-Based Fire  Detector 

System. Proceedings of the World Congress on 

Engineering 2015 Vol I WCE 2015, July 1 - 3, 2015, 

London, U.K.. 

• Omidiora, E.O., Fakolujo, O.A., Arulogun, O.T.,and 

Aborisade, D.O. (2011).A prototype of a Finger 

Print Based Ignition Systems in Vehicles. European 

journal of scientific research vol.62 No.2 (2011), 

pp.164-171. 

• Pato, J. N. and Millett, L. I. (2010). Biometric 

Recognition: Challenges and Opportunities. 

National Research Council (US) Whither 

Biometrics Committee; Washington (DC): 

 National Academies Press (US); 2010. ISBN-

13: 978-0-309-14207-6. 

• Patterson, D. W. (1996). Artificial Neural Networks, 

Theory and Applications. Prentice Hall, Englewood 

Cliffs, Singapore.  

• Pavlyukevich, I. (2007). Lévy flights, non-local 

search and simulated annealing. Journal of 

Computational Physics, 226(2), 1830-1844.  

• Pbarrett (2005). Euclidean distance Euclidean 

Distance raw, normalized, and double‐ scaled 

coefficients. The technical white paper series 6 

 http://www.pbarrett.net/techpapers/euclid.pdf 

1-5. 

• Poursaberi, A. and Araabi, B. N. (2005). A novel Iris 

recognition system using morphological edge 

detector and wavelet phase features. ICGST 

International Journal on Graphics, Vision and 

Image Processing, 5(6), 9-15.  

• Rai, H. and Yadav, A. (2014). Iris recognition using 

combined support vector machine and Hamming 

distance approach. Expert Systems with 

Applications, 41(2), 588-593. 

• Raj, E., Chirchi, M. and Kharadkar, R. (2012). 

Biometric Iris recognition for person 

 identification using cumulative sum algorithm. 

Int. J. Sci. Eng. Res, 3(5).  

• Rakesh, T. and Khogare M.G. (2012). Survey of 

Biometric Recognition System for Iris. 

International Journal of Emerging Technology and 

Advanced Engineering ISSN  2250-2459, Volume 

2, Issue 6, June 2012 pp 273. 

• Reddy, C. S. S. and Sreenivas, K. D. (2013). 

Recognition of IRIS for Person Identification.  

• Ritter N. (1999). Location of the pupil-Iris border in 

slit-lamp images of the cornea. 

 Proceedings of the International Conference on 

Image Analysis and Processing. 

• Robinson, A. (1994). An application of recurrent 

nets to phone probability estimation. IEEE Trans. 

Neural Networks, Vol. 5, pp. 298-305,  

• Roja, M. M. and Sawarkar, D. S. (2013). Iris 

Recognition using Orthogonal Transforms. 

International journal of Engineering and 

Technology (IJET).  

http://www.pbarrett.net/techpapers/euclid.pdf


 

Okedunmade Opemipo C. et al; East African Scholars J Eng Comput Sci; Vol-7, Iss-5 (Jul, 2024): 35-56 

© East African Scholars Publisher, Kenya   56 

 

• Ross, A. and Jain, A. (2007). Human recognition 

using biometrics: an overview. Annals of 

 Telecommunications, 1(62), 11-35.  

• Sainath, T., Kingsbury, B., and Ramabhadran, B., 

(2012). Improving training time of deep belief 

networks through hybrid pre-training and larger 

batch sizes. Proc. NIPS Workshop on Log-linear 

Models, Dec. 2012 

• Saini, R. and Rana, N. (2014). Comparison of 

various biometric methods. Int J Adv Sci Technol 

(IJAST), 2(1), 24-30.  

• Sarhan, A. M. (2009). Iris Recognition Using 

Discrete Cosine Transform. Journal of  Computer 

Science, 5(5), 369-373.  

• Samer Hijazi, Rishi Kumar, and Chris Rowen 

(2015). Using Convolutional Neural Networks for 

Image Recognition. IP Group, Cadence 2015. 

• Schmid, N. A., Ketkar, M. V., Singh, H. and Cukic, 

B. (2006). Performance analysis of Iris-based 

identification system at the matching score level. 

IEEE Transactions on  Information 

Forensics and Security, 1(2), 154-168.  

• Shaikh, N. F. and Doye, D. (2013). Improving the 

Accuracy of Iris Recognition System using Neural 

Network and Particle Swarm Optimization. 

International Journal of Computer Applications, 

79(3).  

• Sheela. S. V. and Vijaya, P. A. (2010). Iris 

recognition methods-survey. International Journal 

of Computer Applications, 3(5), 19-25.  

• Si, Y., Mei, J. and Gao, H. (2012). Novel approaches 

to improve robustness, accuracy and rapidity of Iris 

recognition systems. IEEE transactions on 

industrial informatics, 8(1), 110-117.  

• Sibai, F. N., Hosani, H. I., Naqbi, R. M., Dhanhani, 

S. and Shehhi, S. (2011). Iris recognition 

 using artificial neural networks. Expert Systems 

with Applications, 38(5), 5940-5946.  

• Sun, Z., Wang, Y., Tan, T. and Cui, J. (2005). 

Improving Iris recognition accuracy via cascaded 

classifiers. IEEE Transactions on Systems, Man, and 

Cybernetics, Part C (Applications and Reviews), 

35(3), pp 435-441.  

• Thomas, F. and Baert, H. (1965). A new means of 

identification of the human being: the longitudinal 

striation of the nails. Medicine, Science and the Law, 

5(1), 39-40.  

• Tisse, C.-l., Martin, L., Torres, L. and Robert, M. 

(2002). Person identification technique using human 

Iris recognition. Paper presented at the Proc. Vision 

Interface, May  2002, pp. 294-299. 

• Usha R.Kamble and Waghmare L.M (2012). Iris 

Recognition using Cumulative Sums based 

Approach and DCT. International Conference on 

Emerging Technology Trends on Advanced 

Engineering Research (ICETT’12) Proceedings 

published by International Journal of Computer 

Applications® (IJCA). 

• Wang, A.-H. and Liu, J.-W. (2007). A gait 

recognition method based on positioning human 

 body joints. Paper presented at the 2007 

International Conference on Wavelet Analysis and 

Pattern Recognition. 

• Wayman, J. (1997). Large-scale civilian biometric 

systems-issues and feasibility. Paper presented at the 

Proceedings of Card Tech/Secur Tech ID. 

• Wildes, R. P. (1997). Iris recognition: an emerging 

biometric technology. Proceedings of the IEEE, 

85(9), 1348-1363.  

• Yang, X.S. and Deb, S. (2009). Cuckoo search via 

Lévy flights. In Proceedings of the IEEE 

 World Congress on Nature and Biologically 

Inspired Computing (NaBIC 2009), Coimbatore, 

India, 9–11 December 2009; pp. 210–214. 

• Yang, X.S and Deb, S (2010). Engineering 

Optimization by Cuckoo Search. Int. J. Math. 

Model. Numer. Optim. 2010, 1, 330–343. 

• Young, A. R. (1997). Chromophores in human skin. 

Physics in Medicine and Biology, 42(5), 789.  

• Yuan X. and Shi P., (2005). A Non-linear 

Normalization Model for Iris Recognition. In 

Proceedings of International Workshop on 

Biometric Recognition Systems on Advances in 

Biometric Person Authentication, IWBRS 2005, 

Beijing, China, October 22-23, 2005. 

• Zafar G. Sheikh and Thakare V.M. (2016). Wavelet 

Based Feature Extraction Technique for Face 

Recognition and Retrieval: A Review. IOSR Journal 

of Computer Engineering (IOSR-JCE) e-ISSN: 

2278-0661, ISSN: 2278-8727 PP 49-54. 

www.iosrjournals.org. 

• Zhao Zijing, Ajay Kumar (2017). Accurate Iris 

Recognition Using Deeply Learned Spatially 

Corresponding Features. Department of Computing, 

The Hong Kong Polytechnic University, Hung Hom, 

Kowloon, Hong Kong. 

• Zinah R. Hussein (2016). Efficient Methods of Iris 

Recognition. International Educational Scientific 

Research Journal [IESRJ], E-ISSN No : 2455-295X 

Volume : 2 Issue : 6 June 2016. 

 

Cite This Article: Okedunmade Opemipo C., Afolabi Adeolu O., Gbadamosi Omoniyi A., Adedeji Oluyinka T., Makinde Bukola O., 

Falohun Adeleye S. (2024). Effect of Particle Swarm Optimization Convolutional Neural Network in An Iris Recognition System. East 

African Scholars J Eng Comput Sci, 7(5), 35-56. 


